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Suggested Solution to Assignment 4

Exercise 4.1

2. The solution to this problem satisfies the following PDE

ut = kuxx, (0 < x < l, 0 < t <∞)

u(0, t) = u(l, t) = 0,

u(x, 0) = 1.

Following the process in Page 85 of the textbook, we have

u(x, t) =
∞∑
n=1

Ane
−(nπ

l
)2kt sin

nπx

l
,

and the initial condition implies

1 =
∞∑
n=1

An sin
nπx

l
.

By the assumption, we have An = 4
nπ for odd n and An = 0 for even ones. Then

u(x, t) =
∞∑
k=1

4

(2k − 1)π
e−(

(2k−1)π
l

)2kt sin
(2k − 1)πx

l
. �

4. Let u(x, t) = T (t)X(x), we have
T ′′ + rT ′

c2T
=
X ′′

X
= −λ.

Hence,

λn = (
nπ

l
)2, X(x) = sin

nπx

l
, n = 1, 2, · · · .

Since 0 < r < 2πc/l, we get

Tn(t) = [An cos(
√
−∆nt/2) +Bn sin(

√
−∆nt/2)]e−rt/2, n = 1, 2, · · · ,

where ∆n = r2 − (2nπc/l)2 relative to the equation

λ2 + rλ+ (
nπc

l
)2 = 0

Therefore ,

u(x, t) =
∞∑
n=1

[An cos(
√
−∆nt/2) +Bn sin(

√
−∆nt/2)]e−rt/2 sin

nπx

l
. �

5. Let u(x, t) = T (t)X(x), we have
T ′′ + rT ′

c2T
=
X ′′

X
= −λ.

Hence,

λn = (
nπ

l
)2, X(x) = sin

nπx

l
, n = 1, 2, · · · .

When n = 1, since 2πc/l < r < 4πc/l,

T1(t) = A1e
λ+1 t +B1e

λ−1 t,
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where λ±1 =
−r ±

√
r2 − (2πcl )2

2
are the roots of the equation λ2 + rλ+ (πcl )2 = 0.

When n ≥ 2,
Tn(t) = [An cos(

√
−∆nt/2) +Bn sin(

√
−∆nt/2)]e−rt/2, n = 1, 2, · · · ,

where ∆n = r2 − (2nπc/l)2 relative to the equation λ2 + rλ+ (nπcl )2 = 0.

Therefore ,

u(x, t) = [A1e
λ+1 t +B1e

λ−1 t] sin
πx

l
+
∞∑
n=2

[An cos(
√
−∆nt/2) +Bn sin(

√
−∆nt/2)]e−rt/2 sin

nπx

l
. �

6. Let u(x, t) = T (t)X(x), we have
tT ′ − 2T

T
=
X ′′

X
= −λ,

λn = n2, X(x) = sinnx, n = 1, 2, · · · .

The initial condition implies
tT ′ − 2T = −λT, T (0) = 0.

Therefore,
u(x, t) = ct sinx, for any constantc,

are solutions. So uniqueness is false for this equation! �

Exercise 4.2

1. Let u(x, t) = T (t)X(x), we have
T ′

kT
=
X ′′

X
= −λ.

The initial condition implies
−X ′′ = λX,X(0) = X ′(l) = 0.

So by solving the above DE, the eigenvalues are [
(n+ 1

2)π

l
]2, the eigenfunctions are Xn(x) = sin

(n+ 1
2)πx

l
for n = 0, 1, 2, · · · , and the solution is

u(x, t) =
∞∑
n=0

e−[
(n+1

2 )π

l
]2kt sin

(n+ 1
2)πx

l
. �

2. (a) This can be proved as above. Here we give another proof. Since X ′(0) = 0, the we can use even
expansion, this is, X(−x) = X(x) for −l ≤ x ≤ 0, then X satisfies

−X ′′ = λX, X(−l) = X(l) = 0.

Hence,

λn = [(n+
1

2
)π]2/l2, Xn(x) = cos[(n+

1

2
)πx/l], n = 0, 1, 2, · · · .

(b) Having known the eigenvalues, it is easy to get the solution

u(x, t) =

∞∑
n=0

[
An cos

(n+ 1
2)πct

l
+Bn sin

(n+ 1
2)πct

l

]
cos

(n+ 1
2)πx

l
. �
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3. We just show how to solve the eigenvalue problem under the periodic boundary conditions; As before, let
u(x, t) = T (t)X(x),

T ′

kT
=
X ′′

X
= −λ

Solving T ′ = −λkT gives T = Ae−λkT . The general solutions of X ′′ + λX = 0 are X = Ceγx + De−γx,
where let λ is a complex number and γ is either one of the two roots of −λ; the other one is −γ. The
boundary conditions yield

Ce−γl +Deγl = Ceγl +De−γl, γ(Ce−γl −Deγl) = γ(Ceγl −De−γl).

Hence e2γl = 1 and then

γ = ±nπi/l, λ = −γ2 = (nπ/l)2, n = 0, 1, 2, · · ·

Xn(x) =

{
1
2A0 n = 0

An cos nπxl +Bn sin nπx
l , T = e−(nπ/l)

2kt n = 1, 2, · · ·
.

Therefore, the concentration is

u(x, t) =
1

2
A0 +

∞∑
n=0

(
An cos

nπx

l
+Bn sin

nπx

l

)
e−(nπ/l)

2kt. �

Exercise 4.3

1. Firstly, let’s look for the positive eigenvalues λ = β2 > 0. As usual, the general solution of the ODE is

X(x) = C cosβx+D sinβx.

The boundary conditions imply

C = 0, Dβ cos(βl) + aD sin(βl) = 0.

Hence, tan(βl) = −β
a . The graph is omitted.

Seconddly, let’s look for the zero eigenvalue, i.e., X(x) = Ax+B, by the boundary conditions, al+ 1 = 0.
Hence, λ = 0 is an eigenvalue if and only if al + 1 = 0.

Thirdly, let’s look for the negative eigenvalues λ = −γ2 < 0. As usual, the solution of the ODE is

X(x) = C cosh(γx) +D sinh(γx).

Then the boundary condtions imply

C = 0, Dγ cosh(γl) + aD sinh(γl) = 0.

Hence, tanh(γl) = −γ
a . The graph is omitted. �

2. (a) If λ = 0, then X(x) = Ax+B. The boundary conditions imply

A− a0B = 0, A+ al(Al +B) = 0.

These two equalities are equivalent to

a0 + al = −a0all.

Hence, λ = 0 is an eigenvalue if and only if a0 + al = −a0all.
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(b) By (a), we have X(x) = B(a0x+ 1), here B is constant. �

3. If λ = −γ2 < 0, we have
X(x) = C cosh γx+D sinh γx.

Hence,
X ′(x) = Cγ sinh γx+Dγ cosh γx,

and the boundary conditions imply

Dγ − a0C = 0,

Cγ sinh γl +Dγ cosh γl + al[C cosh γl +D sinh γl] = 0.

Therefore, the eigenvalues satisfy

tanh γl = −(a0 + al)γ

γ2 + a0al
,

and the corresponding eigenfunctions are

X(x) = C cosh γx+
a0
γ
C sinh γx,

where C is a constant. �

4. It is easily known that the rational curve y = − (a0+al)γ
γ2+a0al

has a single maximum at γ =
√
a0al and is

monotone in the two intervals (0,
√
a0al) and (

√
a0al,∞). Furthermore,

max
γ∈[0,∞)

y(γ) = − a0 + al
2
√
a0al

≥ 1, lim
γ→∞

y(γ) = 0, for y′(0) = −a0 + al
a0al

.

Note that tanh γl is monotone in [0,∞),

tanh γl < 1 when γ ∈ [0,∞), lim
γ→∞

tanh γl = 1, and (tanh γl)′|γ=0 = l > −a0 + al
a0al

.

Therefore, the rational curve y = − (a0+al)γ
γ2+a0al

and the curve y = tanh γl intersect at two points, that is,
there are two negative eigenvalue. �

5. When λ = β2 > 0, β satisfies (10), i.e.

tanβl =
(a0 + al)β

β2 − a0al
.

Since y = tanβl is monotonically increasing when β ∈ ((n− 1
2)π/l, (n+ 1

2)π/l) (n = 0, 1, 2, · · · ) and

lim
β→(n− 1

2
)π/l

tanβl = −∞, lim
β→(n+ 1

2
)π/l

tanβl =∞,

while y = (a0+al)β
β2−a0al

is negative, monotonically increasing when β ∈ (
√
a0al,∞) and

lim
β→∞

(a0 + al)β

β2 − a0al
= 0,

the two curves intersects at infinite many points, that is, there are an infinite many number of positive
eigenvalues. The graph is similiar to the Figure 1 in Section 4.3 in the textbook but y = (a0+al)β

β2−a0al
is

positive first and then negative now. �
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Figure 1:

6. (a) If a > 0, the case turns out to be case 1 in Section 4.3 and thus there are no negative eigenvalues;
if a = 0, the case turns out to be the Neumann boundary condition problem and thus there are no
negative eigenvalues, either;

if −2/l ≤ a < 0, we have (tanh γl)′|γ=0 = l ≤ −a0 + al
a0al

= −2

a
, using the same way as Exercise 4.3.4

above, we conclude that there is only one negative eigenvalue;

if a < −2l, we have (tanh γl)′|γ=0 = l > −a0 + al
a0al

= −2

a
and thus there are two negative eigenvalues.

(b) Exercise 4.3.2 implies that λ = 0 is an eigenvalue if and only if a0 + al = −a0all, i.e., a = 0 or
a = −2/l. �

7. Under the condition a0 = al = a, the eigenvalue satisfies

λ = β2, tanβl =
2aβ

β2 − a2
.

Hence, when a→∞ and nπ
l < βn <

(n+1)π
l , 2aβ

β2−a2 is negative and tends to 0. So Figure 1 in Section 4.3
implies

lim
a→∞

{
βn(a)− (n+ 1)π

l

}
= 0. �

8. (a)-(c)Please see Figure 1. (d)|a0| = |a1| =∞.

9. (a) If λ = 0, then X(x) = ax + b for some constants a and b. Then the boundary conditions imply
a+ b = 0. Therefore, X0(x) = ax− a for some nonzero constant a.

(b) If λ = β2, then X(x) = A cosβx+B sinβx. Then the boundary conditions imply

A+Bβ = 0, A cosβ +B sinβ = 0.

Since A,B can not both be 0, we have β = tanβ.

(c) omit.

(d) If λ = −γ2, then X(x) = Aeγx +Be−γx and

A+B +Aγ −Bγ = 0, Aeγ +Be−γ = 0.

Then we find the coefficent matrix

(
1 + γ 1− γ
e2γ e−γ

)
is always nonsingular(since eγ > 1+γ

1−γ when γ > 0,

verify by yourself!), then a = b = 0. So we conclude that there is not any negative eigenvalue. �
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10. Let u(x, t) = X(x)T (t), by the summary on Page 97, we can have

u(x, t) =
∞∑
n=1

(Cn cosβnct+Dn sinβnct)(cosβnx+
a0
βn

sinβnx)+(C0 cosh γct+D0 sinh γct)(cosh γx+
a0
γ

sinh γx),

where γ is determined by the intersection point of tanh γl = − (a0+al)γ
γ2+a0al

, and the intitial conditions are

φ(x) =

∞∑
n=1

Cn(cosβnx+
a0
βn

sinβnx) + C0(cosh γx+
a0
γ

sinh γx),

ψ(x) =
∞∑
n=1

Dnβnc(cosβnx+
a0
βn

sinβnx) +D0γc(cosh γx+
a0
γ

sinh γx). �

11. (a) By the wave equation,

dE

dt
=

∫ l

0
[

1

c2
ututt + uxuxt]dx

=

∫ l

0
[utuxx + uxuxt]

= (utux)
∣∣∣l
0

= ut(l, t)ux(l, t)− ut(0, t)ux(0, t).

The Dirichlet boundary conditions u(l, t) = u(0, t) = 0 imply ut(l, t) = ux(l, t) = 0. Hence, dE
dt ≡ 0.

(b) Same as above. Omit here.

(c) By the computation in (a) and the Robin boundary conditions, we can get that

dER
dt

= utux

∣∣∣l
0

+ alut(l, t)u(l, t) + a0ut(0, t)ux(0, t) ≡ 0. �

12. (a) Let λ = 0, we have v(x) = Ax+B. Since v(x) = Ax+B sitisfy the boundary conditions for any A
and B, λ = 0 is a double eigenvalue.

(b) Let λ = β2 > 0 and suppose β > 0, we have v(x) = C cosβx+D sinβx. Then boundary conditions
imply

Dβ = −Cβ sinβl +Dβ cosβl =
C cosβl +D sinβl − C

l
.

Therefore, eigenvalues λ > 0 satisfies the equation

λ = β2, sinβl(− sinβl + βl) = (1− cosβl)2.

(c) Let γ = 1
2 l
√
λ, then γ is a root of the following equation

γ sin γ cos γ = sin2 γ.

(d) By (c), we have sin γ = 0 or γ = tan γ. So the positive eigenvalues are 4n2π2

l2
and 4γ2n/l

2 where
γn = tan γn ∈ (nπ − π, nπ − π

2 ) for n = 1, 2, · · · . The graph is omitted here.

(e) By (a) and (d), for λ = 0, the eigenfuntions are 1 and x; for λ = 4n2π2

l2
, n = 1, 2, · · · , the eigenfunctions

are cos(2nπxl ); for λ = 4γ2n
l2

, where γn = tan γn ∈ (nπ − π, nπ − 1
2π), n = 1, 2, · · · , the eigenfunctions

are

γn cos
2γnx

l
− sin

2γnx

l
.

6



MATH 4220 (2016-17) partial diferential equations CUHK

(f) From above, we have

u(x, t) = A+Bx+
∞∑
n=1

Cne
− 4γ2n

l2
kt[γn cos

2γnx

l
− sin

2γnx

l
]

+

∞∑
n=1

Dne
− 4n2π2

l2
kt cos

2nπx

l
.

(g) By (f), we have lim
t→∞

u(x, t) = A+Bx since lim
t→∞

e−λkt = 0. �

13. (a)By Example 2 in Section 1.3, we know that the string should satisfies utt = c2uxx. By the arguments
in Sections 1.4 and Newton’s laws of motion, we obtain the boundary conditions u(0, t) = 0 and utt(l, t) =
−kux(l, t).

(b)Let u(x, t) = X(x)T (t), then
X ′′(x)

X(x)
=

T ′′(t)

c2T (t)
= −λ.

u(0, t) = 0 implies X(0) = 0 and c2uxx(l, t) = utt(l, t) = −kux(l, t) implies c2X ′′(l) = −kX ′(l). The
eigenvalue problem is X ′′(x) = −λX(x) with the boundary conditions X(0) = 0 and c2X ′′(l) = −kX ′(l).
(c)Let λ = β2 > 0. Then X(x) = Acos(βx) + Bsin(βx). By boundary conditions, we obtain A = 0 and
kcos(βl) = c2βsin(βl). Thus, tan(βl) = k

c2β
, which has solutions nπ/l < βn < (n+1/2)π/l, n = 0, 1, 2, ....,

and the corresponding eigenfunctions are Xn(x) = sin(βnx).

15. Let λ = β2, then

X(x) = A cos
βρ1x

κ1
+B sin

βρ1x

κ1
, 0 < x < a;

X(x) = C cos
βρ2x

κ2
+D sin

βρ2x

κ2
, a < x < l.

Hence, the boundary condtions imply

A = 0; C cos
βρ2l

κ2
+D sin

βρ2l

κ2
= 0;

A cos
βρ1a

κ1
+B sin

βρ1a

κ1
= C cos

βρ2a

κ2
+D sin

βρ2a

κ2
;

−Aβρ1
κ1

sin
βρ1a

κ1
+B

βρ1
κ1

cos
βρ1a

κ1
= −Cβρ2

κ2
sin

βρ2a

κ2
+D

βρ1
κ1

cos
βρ2a

κ2
.

Hence, when the eigenvalue is positive, i.e. λ = β2 > 0, β satisfies

ρ1
κ1

cot
βρ1a

κ1
+
ρ2
κ2

cot
βρ2(l − a)

κ2
= 0.

Let λ = 0, then the boundary conditions imply

X(x) =

{
Ax 0 < a < l;

B(x− l) a < x < l.

Since X(x) should be differentiable at x = a, such A and B can not exist except A = B = 0.
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Let λ = −γ2 < 0, then

X(x) = A cosh
βρ1x

κ1
+B sinh

βρ1x

κ1
, 0 < x < a;

X(x) = C cosh
βρ2x

κ2
+D sinh

βρ2x

κ2
, a < x < l.

Hence, the boundary condtions imply

A = 0; C cosh
βρ2l

κ2
+D sinh

βρ2l

κ2
= 0;

A cosh
βρ1a

κ1
+B sinh

βρ1a

κ1
= C cosh

βρ2a

κ2
+D sinh

βρ2a

κ2
;

A
βρ1
κ1

sinh
βρ1a

κ1
+B

βρ1
κ1

cosh
βρ1a

κ1
= C

βρ2
κ2

sinh
βρ2a

κ2
+D

βρ1
κ1

cosh
βρ2a

κ2
.

Hence, when the eigenvalue is negative, i.e. λ = β2 > 0, β satisfies

ρ1
κ1

coth
βρ1a

κ1
+
ρ2
κ2

coth
βρ2(l − a)

κ2
= 0.

However, since the left handside is always positive. Therefore, there is no negative eigenvalues. �

16. Let λ = β4 > 0 where β > 0, and X(x) = A coshβx+B sinhβx+ C cosβx+D sinβx. By the boundary
conditions

βn =
nπ

l
, λn = (

nπ

l
)4, Xn(x) = sin

nπx

l
, n = 1, 2, · · · .

The details are as the following exercise. �
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