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P71, 12. A seminorm on a vector space X is a mapping p : X → R satisfying (N1), (N3), (N4) in Sec. 2.2.
Show that

p(0) = 0,

|p(x)− p(y)| ≤ p(x, y).

(Hence if p(x) = 0 implies x = 0, then p is a norm.)
Proof. The property (N3) yields that, for any α ∈ R,

p(0) = p(α0) = |α|p(0)

So, p(0) = 0.
It follows from the property (N4) that, for any x, y ∈ X,

p(y) = p(y − x+ x) ≤ p(y − x) + p(x).

Similarly,
p(x) ≤ p(x− y) + p(y)

Hence, |p(x)− p(y)| ≤ p(x− y), where (N3) has been used. �

P71, 13. Show that in Prob. 12, the elements x ∈ X such that p(x) = 0 form a subspace N of X and a norm
on X/N(c.f. Prob. 14, Sec. 2.1) is defined by ‖x̂‖0 = p(x), where x ∈ x̂ and x̂ ∈ X/N .

Proof.

(1) For any x, y ∈ N(i.e.p(x) = p(y) = 0), it follows from (N1), (N4) and (N3) that

0 ≤ p(αx+ βy) ≤ p(αx) + p(βy) = |α|p(x) + |β|p(y) = 0, α, β ∈ R.

So, αx+ βy ∈ N which implies that N is a subspace of X.

(2) First, for any x1, x2 ∈ x̂, there exist n1, n2 ∈ X such that x1 = x+ n1, x2 = x+ n2. Then,

|p(x1)− p(x2)| ≤ |p(x1 − x2)| = |p(n1 − n2)| = 0,

since N is a subspace. So, p(x1) = p(x2), i.e. ‖x̂‖0 = p(x) is well-defined, which is independent of the
choice of represent element x. Now, we verify that ‖ · ‖0 satisfies (N1)-(N4):

(N1) Since p(x) ≥ 0, ‖x̂‖0 ≥ 0.
(N2) If ‖x̂‖0 = 0, then p(x) = 0, so that x ∈ N . Hence x̂ = N , i.e. x̂ = 0̂ ∈ X/N.
(N3) Since αx̂ = αx+N , it holds that, for some n ∈ N ,

‖αx̂‖0 = p(αx+ n) = p(α(x+ n/α)) = |α|p(x+ n/α) = |α|‖x̂‖0, for α 6= 0.

It is clear that, for α = 0,
‖0x̂‖0 = 0 = 0‖x̂‖0.

(N4) For any x̂ = x+N, ŷ = y +N , x̂+ ŷ = x+ y +N . Then,

‖x̂+ ŷ‖0 = p(x+ y) ≤ p(x) + p(y) = ‖x̂‖0 + ‖ŷ‖0.

�
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P101, 5. Show that the operator T : `∞ → `∞ defined by y = (ηj) = Tx, ηj = ξj/j, x = (ξj), is linear and
bounded.

Proof. For any x1 = (ξ1j ), x2 = (ξ2j ),

T (αx1 + βx2) = ((αξ1j + βξ2j )/j) = (αξ1j /j) + (βξ2j /j) = αTx+ βTy, for α, β ∈ R.

So, T is linear.
On the other hand, since ξj/j ≤ ξj for any j ∈ N+,

‖Tx‖`∞ = sup
j≥1
|ξj/j| ≤ sup

j≥1
|ξj | = ‖x‖`∞ .

So, T is bounded. �

P101, 9. Let T : C[0, 1]→ C[0, 1] be defined by

y(t) =

∫ t

0
x(τ)dτ.

Find R(T ) and T−1 : R(T )→ C[0, 1]. Is T−1 linear and bounded?
Proof. By the Fundamental Theorem of Calculus, one has

R(T ) = {y(t)|y(t) ∈ C1[0, 1], y(0) = 0} ⊂ C[0, 1].

and T−1 : R(T )→ C[0, 1] is
T−1y(t) = y′(t).

Since the differentiation is linear, so is T−1. But T−1 is unbounded. Indeed, for yn(t) = tn, t ∈ [0, 1], n ∈ N+,
it is clear that

yn(t) ∈ R(T ) ⊂ C[0, 1], and ‖yn(t)‖C0 = 1, for any n ∈ N+,

where ‖f(t)‖C0 := sup
t∈[0,1]

|f(t)| for any f(t) ∈ C[0, 1]. However,

‖T−1(yn)‖C0 = ‖y′n(t)‖C0 = ‖ntn−1‖C0 = n→ +∞, as n→ +∞.

Hence, T−1 is not bounded. �
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